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# Introduction

In this research on banking data in the field of lending, I will introduce and briefly describe how the machine learning models are applied to analyze and predict this data set.

In the following, I will explain how each of these models works, how to implement them on the data, the basic steps for preparing the database, and how to create the initial base table and in the end, the achievements and final results are presented.

It should be noted that machine learning models include a wide range from simple to complex models, which sometimes make it difficult to explain how decisions have been made in complex models. And as we all know, in addition to looking for successful results, businesses still expect the results to be clear to them and they look for interpretable models.

This becomes even more important when dealing with banks and financial businesses. Transparency is one of the tasks of financial services and banks should be able to explain how their models work and defend their performance at the customer's request. Therefore, the models studied and used here have been selected taking into account the conditions of the financial industry.

# Machine Learning Models

In machine learning, the subject is the design of machines that learn from the examples given to them and their own experiences. In fact, in this science, an attempt is made to design a machine using algorithms in such a way that it can learn and operate without explicitly planning and dictating each action.

In machine learning, instead of programming everything, the data is given to a general algorithm, and it is this algorithm that builds its logic based on the data given to it. Machine learning has a variety of methods, including supervised, unsupervised, and reinforcement learning.

Machine learning is the subject of studies that have emerged from artificial intelligence. Humans use artificial intelligence to build better and smarter machines. But researchers were initially unable to program machines to perform more complex tasks that are constantly challenging, except for a few simple tasks, such as finding the shortest path between points A and B.

Accordingly, the perception was formed that the only possible way to achieve this was to design machines that could learn from themselves. In this approach, the machine is like a child learning from itself. Thus, machine learning was introduced as a new capability for computers. Today, this science is used in various fields of technology, and its use has become so widespread that people are often unaware of its existence in their daily tools and accessories.

## Supervised learning

Most machine learning methods use supervised learning. In supervised machine learning, the system tries to learn from the prior examples provided. In other words, in this type of learning, the system tries to learn the patterns based on the examples given to it.

Mathematically speaking, when input variable *X* and output variable *Y* are present and an algorithm can be used to derive an input-to-output mapping function based on them, learning type is supervised. The mapping function is represented by .

## Unsupervised learning

In unsupervised learning, the algorithm alone must look for interesting structures in the data. Mathematically speaking, unsupervised learning refers to when there are only input variables *X* in the data set and no output data variables. This type of learning is called unsupervised because, unlike supervised learning, there is no correct answer given, and the machine itself must look for the answer.

## Reinforcement learning

A computer program that interacts with a dynamic environment must achieve a specific goal (such as playing with a competitor or driving a car). The program provides feedback on rewards and punishments and directs the issue accordingly. Using reinforcement learning, the machine learns to make specific decisions in an environment that is constantly subject to trial and error.

# Supervised learning

As mentioned, supervised learning methods are more popular than other algorithms. In general, these algorithms can be divided into two main categories according to the type of objective variable, which includes regression and classification.

In regression, we seek to predict a range of data, such as forecasting sales, or revenue and expenditure. While in classification issues the target variable includes two or more limited options such as predicting customer churn or non-churn, profit or loss, default or not most of the classification problems are binary however there are multiclass classification problems as well.

If we want to study these problems mathematically, we can say that in the regression problems, we seek to optimize the loss function by minimizing the cost in this function, in other words, we want to calculate line or hyperplane which goes through the data and have minimum distance possible with all data points.

In classification problems, however, we seek to maximize the likelihood function so that we can find a function that optimally separates the two groups.

Considering the type of target Variable in our database used in this project, we are looking to find a function to predict credit card fraud. Therefore, this problem falls into the category of classification algorithms that use supervised learning. Therefore, in the following, I will review the 5 algorithms used in this field and then I will explain how to implement and measure the performance of each of these algorithms and on the data.

## Logistic regression

One of the methods of "classification" in the topic of "supervised machine learning" is logistic regression. In this regression method, the concept and method of calculating the "odds ratio" are used. Therefore, it is better to get acquainted with this concept first.

To get acquainted with the concept of odd, let us give an example. Suppose in a family with six children, the ratio of boys to girls is equal to 2/4, This ratio shows that the number of girls in this family is twice the number of boys. On the other hand, we know that in such a family, the probability of choosing a son from among the children is equal to 2/6 And such a probability for girls is equal to 4/6 Now, if event A is considered the choice of one of the boys among the children, the chance for such an event is equal to:

And if event B is the choice of one daughter the Odd will be equal to 2. This number shows that girls are twice as likely to choose as boys. As can be seen, the amount of luck is different from the probability because here, for example, the amount of luck is greater than 1.

We know that linear regression means creating a parametric linear relationship to represent the relationship between an independent and a dependent variable. The form of a simple linear regression model is as follows:

ɛ

As can be seen, this relation is the equation of a line, which is the error sentence or the same ɛ Added to it. The parameters of this linear model are the width of the origin and line slope are. In this case if Y The estimated value for the dependent variable can be considered as the average of the observations for the dependent variable for the constant value of the independent variable. So if we replace the mean with mathematical expectation, assuming that the mean of the error sentence is also zero, we will have:

In this way if possible for the function p(x) A pattern is considered, then the regression model for the Bernoulli dependent variable is specified. According to this definition, we determine the estimation of logistic regression parameters.

Since in the previous section the prediction value for the dependent variable was made with a probability of p (x) ،, to determine the relationship model between the dependent and independent variables instead of the linear relationship, we need a function that varies from about 0 to 1. In the logistic regression method, a function called "Logistic Function" is used. For this reason, this regression method is called logistic regression. In the continuation of this function, the introduction and its related diagram based on the parameters and can be seen in the following:

As can be seen by increasing the value of x The logistics function will be close to 1. Also by reducing the value of x The value of the function tends to zero. Now suppose this function is used for logistic regression to express the probability of a dependent variable. So we will have:

In order to estimate the parameters of this model, "Logit Transformation" can be used. This conversion is on odd that provide earlier, we execute. In this case, the relationship can be written as follows:

### Pros and cons of Logistic Regression

* advantages
  + It does not require a lot of computational resources,
  + it is very interpretable,
  + Another advantage of logistic regression is that it is very easy to implement and training is very efficient.
* Disadvantages
  + If the train set is small the overfitting probability of Logistic regression will be high.
  + It just can be used for binary classification.

## K nearest neighbors algorithm

K-nearest neighbors algorithm is a non-parametric statistical method used for statistical classification and regression. In both cases, K contains the closest instructional example in the data space, and its output varies depending on the type used in the classification and regression. In the classification mode, according to the value specified for K, it calculates the distance of the point that we want to label with the nearest points, and according to the maximum number of votes of these neighboring points, decides on the label of the desired point. Various methods can be used to calculate this distance, one of the most important of which is the Euclidean distance.

In the K neighbors algorithm, we want to determine data with K group consisting of records from the set of training records that are closest to the experimental record and decide on the category of the experimental record based on the superiority of the category or the label associated with them.

In simpler terms, this method selects the categories that have the highest number of records in that selected neighborhood. Therefore, the category with the highest number of nearest neighbors among all K categories is considered as the new record category. The basic idea of ​​the KNN method is that if a creature walks like a duck and quacks like a duck, then it must be a duck.

Using the KNN algorithm requires determining three issues:

* We must have a set of records.
* We must also have a criterion for calculating similarity.
* The value of K must also be specified so that it can be acted upon.

### How it works

In KNN classifications, the following is done to categorize a record with an unspecified category:

- The distance of the new record is calculated from all training records.

- The nearest neighbors are identified.

- The nearest neighbor category K tag is used to predict the new record category.

In this way, between the voted K record and the category that has the highest number of views among this K record, will be considered as the new record category.

### How to select K value

For binary classification problems, it is usually better to consider the odd number ​​for K. Because it increases the possibility of winning one of the two categories.

For multi-category classification problems, the number K should be considered larger than the number of categories and also different from the number of categories in terms of even or odd. That is, if the number of categories is even, the final K must be considered odd, and vice versa.

Selecting the value of K in this classification method is a very important and key factor. If the value of K is selected too small, the algorithm becomes sensitive to noise. Noise close to that record may be misleading. If the value of K is selected too large, records from other categories may also be placed among the nearest neighbors.

When K is selected as a large number, it will result in a classifier error in classifying the input record. One of the ideas presented to solve this problem is to define the weight factor. This factor assumes a weight of (1/d2), which is the value of d representing the distance between each record and the input record. In this way, distances become important to the algorithm, and this weighting causes the records that are closer to the input record to be given more importance.

### Calculation of distance

Based on the value of the variables there are two main kinds of measurement strategy, if the values are categorical we can use Hamming distance (1) and if they are continues we can choose between Minkowski distance (2), Euclidean distance (3), and Manhattan distance (4).



### Pros and cons of KNN

* advantages
  + Simple algorithm
  + Relatively high accuracy
  + Multipurpose - for classification and regression
* Disadvantages
  + Expensive calculators
  + High memory requirement - because the algorithm stores all previous data.
  + The prediction phase may be slow (with large N)
  + Sensitive to inappropriate features and data scale

## Decision Trees

In general, decision tree analysis is a predictive modeling tool that can be used in many fields. Decision trees can be created using an algorithmic solution that can differentiate data sets based on different conditions in different ways. Decision trees are one of the most powerful algorithms that are considered a subset of supervised algorithms.

They can be used for both classification and regression tasks. The two main elements of a tree are the decision nodes where the data is distributed and the leaves from which we get the output. The following is an example of a binary tree that provides a variety of information.

The tree will be created based on the three main components:

**The root**: The main root that can consist of all variables we selected for training the model

**The Branche**: the Variables that model selected based on their importance and contribution in defining the target variable

**The leaf**: the condition (status of selected variable and its index.

There are different applications to define the decision index like CART, ID3, C4.5, CHID, in the Tree Models here we will discuss the Gini Index and entropy. I will present it in the following lines.

### Methods

#### Gini Index and CART

This algorithm is used to establish regression and classification trees. Presented in 1984 by Leo Breiman et al. The important point is that this algorithm creates binary trees so that two edges come out of each inner node and the resulting trees are pruned by the cost-effectiveness method.

One of the features of this algorithm is the ability to generate regression trees. In this type of tree, the leaves predict the actual value instead of the class. The algorithm searches for the separators, the minimum square error. In each leaf, the prediction value is based on the average error of the nodes.

It is the name of a cost function used to evaluate the binary separation of a data set, and works with the definite objective variables "success" and "failure".

The higher the Gini index, the higher the homogeneity. The ideal value for the Gini index is 0, and the worst value for a problem with two classes is 0.5. Using the following steps, the Gini index can be calculated for a breakdown.

The classification and regression tree (CART) algorithm generate binary segregation using the Gini method. is the number of observations in the selected region of the model.

#### Entropy and ID3

ID3 is one of the very simple decision tree algorithms developed by Ross Quinlan in 1986. The information obtained is used as a criterion for differentiation. This algorithm does not use any pruning process and does not take into account nominal and missing values.

If we choose ID3 algorithm then the entropy formula will used to make the decision tree as follow:

### Building a tree

We can define the creation of a model based on these steps:

Step 1: ‌ ‌Calculate index Score,

Step 2: ‌ ‌Separation of a data set, It can be defined as separating a data set into two lists of rows that have an index of a property, and a split value of that property. After taking the two groups of right and left from the data set, we can use the index(like Gini score) score, which was calculated in the first step, to calculate the separation value. The value of the separation will decide which group the attribute will remain in.

Step 3: ‌ ‌Evaluation of segregations, The next step after finding the index score and splitting the data set is to evaluate all the groups. To this end, we must first consider all the values ​​associated with each attribute as a separation candidate. Then, we need to estimate the cost of separation to find the best possible separation point. The best separation will be used as a node in the decision tree.

### Pros and cons of Decision tree

* advantages
  + Self-explanatory, easy for interpretation
  + No need for variable selection, it will be done by the model
  + We can evaluate the performance of the model using other statistical methods
  + It will run even in the raw data (data that not processed)
* Disadvantages
  + Bad performance for regression models
  + If the number of classes is high the probability of failure will be high.
  + It is expensive in respect of resources and time
  + If the tree is large, errors can accumulate from surface to surface (accumulation of layer errors and the impact on each other).
  + Designing an optimal decision tree is difficult, and the performance of a classification tree depends on how well it is designed.
  + If the nodes overlap, the number of end nodes increases.

## Random Forest

Random forest is basically like a bag containing n decision trees that have different sets and are taught under different data sets. Suppose we decide to have 100 trees that were created randomly in a random forest !! As I said, these decision trees have a different set of parameters and a subset of different training data, so the decision or prediction provided by these trees can be very different.

Let's say we somehow train all 100 of these trees with their data sets. All 100 existing trees are now being examined for their predictions about test data. Now we just have to decide for an example or a test data, we do it by a simple voting. We accept as a result what most trees have predicted for that example.

The Random Forest algorithm is essentially a supervised learning algorithm. This can be used for both regression and classification tasks. But in this article, we will discuss its use for random Forrest classification because it is more intuitive and easier to understand and as mentioned earlier our problem is classification. Random forest is one of the most widely used algorithms due to its simplicity and stability. The word "random" is displayed when constructing a subset of data for trees. A subset of data is created by randomly selecting x the number of attributes (columns) and the number of y samples (rows) from the original set of n attributes and m examples.

Random forests are one of the most well-known ensemble methods, they are more stable and reliable than a decision tree.

Steps to create a random forest model:

Step 1: Select random K data points from the tutorial set.

Step 2: Create decision trees related to selected data points (subsets).

Step 3: Select the N number for the decision trees you want to create.

Step 4: Repeat steps 1 and 2.

Step 5: For the new data points, find the predictions of each decision tree and assign the new data points to the group that gets the majority of votes.

As I mentioned above, we are creating a bag of trees, and therefore the other name for the random forest that is used in the books is bagging, if we have a different function for each decision tree and we know that each of these functions (F) has applied on a different set of the data B the function for the random forest can drive from an average of all functions and will be as follow:

Since we need to have one final dataset that applies the model, the final model based on the bootstrapping of all sets and choosing the final dataset will be the final function and it is as follow:

### Pros and cons of Random Forest

* advantages
  + Hyperparameters to fit better Model
  + Can give us Variable importance
  + Mostly will boost the result of the decision tree (better ROC)
  + Good choice for multiclass problems
* Disadvantages
  + The probability of Overfitting in Random Forests are high
  + Costly in respect of Time and resources.
  + The number of trees must choose wisely

## Support Vector Machines

The original SVM algorithm was invented in 1963 by Vladimir Vapnik and generalized in 1995 by Vapnik and Corinna Cortes for the nonlinear model.

Support vector machines (SVMs) are one of the supervised learning methods used for classification and regression. This method is one of the relatively new methods that has shown good performance in recent years compared to older methods for classification. The basis of the SVM classifier is a linear classification of data, and in linear segmentation of data, we try to choose the line that has the most reliable margin.

The SVMs are distinguishing classifiers defined by a separator hyperplane. In other words, by receiving labeled training data (supervised training), the algorithm will create an optimal separator hyperplane that separates new samples. the objective function in this model is the Line or hyperplane that can separate the groups of data in a way that:

1. All data which belong to the same group stand on the same side of the hyperplane
2. Maximize the distance between the nearest data point to the hyperplane

Then the Objective function that we want to solve will be as follow:

Maximizing the distances Subject to

The Optimal Separator hyperplane was first introduced by Vapnik in 1963 as a linear separator. In 1992, Bernhard Boser, Isabelle Guyon, and Vapnik proposed a way to create a nonlinear classifier, using the kernel to find the most marginal hyperplane. The proposed algorithm is similar, except that all point multiplications by A nonlinear core function have been replaced. This feature allows the algorithm to be suitable for the hyperplane with the most margins in a transformed multidimensional space. The deformation may be nonlinear and the multidimensional space may have higher dimensions. The categorizer, however, is a hyperplane in the multidimensional space with large dimensions, which may also be nonlinear in the early space.

### SVM and multidimensionality

Solving the optimal line finding the equation for data is done by QP methods, which are known methods for solving constrained problems. Before linear division, for the machine to be able to categorize high-complexity data, we move the data to a much larger space utilizing the phi function. To be able to solve the problem of very large dimensions using these methods, we use the Lagrangian duality theorem to convert the problem of minimization into a dual form in which instead of the complex phi function that elevates us to a space with dimensions, We use a simpler function called the kernel function, which is a multiplication of the phi function. Various kernel functions can be used, including exponential, polynomial, and sigmoid kernels.

### Multiclass classification problem and SVM

SVM is a binary separator. Multi-class pattern recognition can be achieved by combining two-class support vector machines. There are usually two perspectives on this. One is the one-on-one strategy for categorizing each pair of classes and the remaining classes. Another one-on-one strategy is to categorize each pair. In situations where the first classification leads to ambiguous classification. For multi-class problems, the general approach is to reduce the multi-class problem to multiple binary problems. Each problem is solved with a binary separator. The output of the SVM binary separators is then combined to solve a multi-class problem.

### Pros and cons of SVMs

* advantages
  + Can be very efficient, especially for binary classifications
* Disadvantages
  + The mos Expensive model Between these five models That I select
  + No good performance for multiclass problems
  + We cant use this method with categorical and binomial variables

# Application of Models

Here I will briefly explain the steps I did to prepare the data, create the base table, do some primary analysis. How I select the Variables using different methods and how I applied Models, what are the model's parameters and results like accuracy. And in the final step, I will discuss the conclusions.

## Data preprocessing

In this stage I did these main tasks for preparing the data:

1. Dealing with missing data: I replace the missing data in categorical and binary columns with the mode of that variables and for the rest, I replaced them with the median
2. One hot encoding: For binary and categorical variables I did one-hot encoding and I dropped the first ones.

I save the table and load the new file for my next step.

## Data description

I did some data description using pair plots that you can see in the notebook, here I just add two boxplots to explain the result of the description, since this is not the main part of the project I just explain these two plots.
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Pay\_0

As we can see in the above chart there is a significant difference between the two groups of default and non-default in respect of average balance amount and their payment average in the first month.

We can see that the average balance of the default group is significantly less than the non-default group and also the default group used to spend more money in the period of the first payment.

We can assume that these two variables can have a significant coefficient and high contribution to the final prediction and main model. However, this is just an assumption in this stage and we need more exploration in this respect. Therefore the next step is feature selection.

## Feature Selection

In this step, I use all possible feature selection algorithms like backward and forward, Lasso and Ridge, and dimensionality reduction like PCR and PLS. I combine the final results of all models after applying all necessary steps for each one. The next chart shows the features selected by each method.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Forward cp | Forward bic | Backward cp | Backward bic | Cross validation | Ridge | Lasso |
| 'LIMIT\_BAL' | PAY\_0' | PAY\_0' | PAY\_0' | 'LIMIT\_BAL' | 'LIMIT\_BAL' | 'LIMIT\_BAL' |
| 'SEX' | 'PAY\_2' | 'PAY\_3' | 'PAY\_3' | 'SEX' | 'SEX' | 'PAY\_0' |
| 'AGE' | 'PAY\_3' | 'BILL\_AMT1' | 'BILL\_AMT1' | 'AGE' | 'AGE' | 'PAY\_2' |
| 'PAY\_0' | 'BILL\_AMT1' | 'PAY\_AMT1' | 'PAY\_AMT1' | 'PAY\_0' | 'PAY\_0' | 'PAY\_3' |
| 'PAY\_2' | 'PAY\_AMT1' | 'EDUCATION\_1' | 'EDUCATION\_1' | 'PAY\_2' | 'PAY\_2' | 'PAY\_4' |
| 'PAY\_3' | 'PAY\_AMT4' | 'EDUCATION\_2' | 'EDUCATION\_2' | 'PAY\_3' | 'PAY\_3' | 'PAY\_5' |
| 'PAY\_5' | 'EDUCATION\_5' | 'EDUCATION\_3' | 'EDUCATION\_3' | 'PAY\_5' | 'PAY\_4' | 'BILL\_AMT1' |
| 'BILL\_AMT1' | 'MARRIAGE\_1' | 'MARRIAGE\_1' | 'MARRIAGE\_1' | 'BILL\_AMT1' | 'PAY\_5' | 'PAY\_AMT1' |
| 'BILL\_AMT2' |  |  |  | 'BILL\_AMT2' | 'PAY\_6' | 'PAY\_AMT4' |
| 'PAY\_AMT1' |  |  |  | 'PAY\_AMT1' | 'BILL\_AMT1' | 'PAY\_AMT5' |
| 'PAY\_AMT2' |  |  |  | 'PAY\_AMT4' | 'BILL\_AMT2' | 'EDUCATION\_5' |
| 'PAY\_AMT4' |  |  |  | 'PAY\_AMT5' | 'BILL\_AMT3' | 'MARRIAGE\_1' |
| 'PAY\_AMT5' |  |  |  | 'EDUCATION\_1' | 'BILL\_AMT4' |  |
| 'EDUCATION\_1' |  |  |  | 'EDUCATION\_2' | 'BILL\_AMT5' |  |
| 'EDUCATION\_4' |  |  |  | 'EDUCATION\_3' | 'BILL\_AMT6' |  |
| 'EDUCATION\_5' |  |  |  | 'MARRIAGE\_1' | 'PAY\_AMT1' |  |
| 'MARRIAGE\_1' |  |  |  | 'MARRIAGE\_2' | 'PAY\_AMT2' |  |
|  |  |  |  |  | 'PAY\_AMT3' |  |
|  |  |  |  |  | 'PAY\_AMT4' |  |
|  |  |  |  |  | 'PAY\_AMT5' |  |
|  |  |  |  |  | 'PAY\_AMT6' |  |
|  |  |  |  |  | 'EDUCATION\_1' |  |
|  |  |  |  |  | 'EDUCATION\_2' |  |
|  |  |  |  |  | 'EDUCATION\_3' |  |
|  |  |  |  |  | 'EDUCATION\_4' |  |
|  |  |  |  |  | 'EDUCATION\_5' |  |
|  |  |  |  |  | 'EDUCATION\_6' |  |
|  |  |  |  |  | 'MARRIAGE\_1' |  |

I decide to use the features that are selected by all selection models and develop my model base on them.

## Performance of Models

# Conclusion

The Best performing Model was….

The most time and resource-consuming model was…

How can we improve the model?

How can we have better features?
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